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Abstract—In recent years, the music has become popu-
lar due to the evolution of the technology. Many researches
consider the music object as a continuously discrete note
in time order. Repeating patterns are some subsequences

which appear frequently in the music sequence. It can
be utilized in music classification. Many methods have
been proposed for mining the repeating patterns in music
objects, for example, the M2P (Mining Maximum-length
Patterns) method. It constructs a directed graph and uses
the depth-first search to traverse the graph. It calculates
the pathes by the string matching algorithm to decide
whether they are repeating patterns, and finds out the
maximum-length repeating pattern in a music sequence.
It consumes time in creating too many candidate patterns
and performing the string matching algorithm. Therefore,
in this paper, we propose the PJ (Position-Join) method to
efficiently find out the maximum-length repeating pattern.
From our performance study based on the synthetic data
and real music data, we show that our proposed PJ method
is more efficient than the M2P method.

Index Terms—Data mining, Depth first search, Music
databases, Music sequence, Repeating pattern

. INTRODUCTION

A. Music Representation

Recently, issues regarding content-based audio
data retrieval have been studied [13]. The most pop-
ularity content-based audio data is the MIDI (Musi-
cal Instrument Digital Interface) format. According
to the MIDI standard, each note is composed by two
events: Onset events and Offset events. Onset events
means the event of pronounced note, and Offset
events means the event of unpronounced note. They
both contain several parameters: start time, pitch,
velocity, etc. The pitch values are non-negative
integers smaller than 128. It is based on the standard
keyboard which has 128 keys, and each keystroke
corresponds to a value. For example, if the note
name C is middle C, the corresponding pitch values
are shown in Figure 1. The difference of the start
time of Onset event and the Offset events means the
beat of this note. If each two start time of an event
is nearness, it means that the music object plays on
a fast tempo. In [4, 5, 6], they say that the repeating
pattern is a characteristic representation type, which
can represent the theme of a music. Many researches
in musicology and music psychology consent that
the repeating pattern is one of general features in

In recent years, as the number of music databagggsic structure modeling [1].
grows rapidly, the searching and indexing tech- _
niques for content-based audio data are gettify The Repeating Patterns

more attention in the area of music databases.The repeating patterns mean that segments of
Development of representation types that can satishe music object that appear repeatedly. In [5],
both semantic as well as efficiency requirements ftre repeating pattern is defined as follows: for a
retrieval has became more important. The repeatisgbstringX of a sequence of notes, if X appears
patterns can constitute a useful representation fapre than once iy, they call.X arepeating pattern
the music data. of S. As shown in Figure 2, the main melody of
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there are many candidate patterns which need to
be calculated, it costs long time to decide whether
the pattern can match the music sequence or not
by using the string matching algorithm. Second,
the M2P method will generate a huge number of
candidate patterns which need to be calculated their

C|D|E|F | G|A|B|C frequency. It is because the M2P method does not
‘ \ \ \ \ \ ‘ ‘ use the filter method while it traverses the graph.
60 62 64 65 67 6o 71 72 For example, as shown in Figure 3, if the current

path is "A—B—C”, the M2P method may still
Fig. 1. MIDI format pitch value and the related position on pian€lown traverse the next vertex D, E, when the
keyboards length of current path is shorter than the length of
the current MLRP. Even if the path "AB—C”
is not a repeating pattern. Third, it costs time to
calculate some similar patterns. Fourth, after the
end of traversing the graph, the M2P method will
have many candidate patterns with their length equal
to the length of MLRP. They store these candidate
patterns in a queue, and each candidate pattern in the
gueue needs to be decided whether it is repeating
pattern. If the number of patterns in the queue is
huge, it takes long time in executing the string
matching algorithm.
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To avoid these problems, in this paper, we pro-
pose the PJ method to find out the MLRPs in the
music sequence efficiently. We modify the matrix
and the graph by recording some information. Based
) , .on the modified matrix and graph, we use our
"_|_|tt|e Be‘_é’, the sequences framed_ with the SO“‘&{oposem-join method, instead of using the string
line oval is an instance of repeating patterns. {Qaiching algorithm, to efficiently calculate the fre-
pop music, a refrain is a typical case of a repeatigiency of a pattern. We also use the characteristics
pattern. There are many different types of repeating the p-join method to avoid traversing some path
patterns, such as non-trivial repeating patterns, pohé‘peatedly by dynamically modifying the graph.
phonic repeating patterns [2], approximate repeatijghreover, we avoid to add candidate patterns into
patterns, maximum-length repeating patterns [6l, queue. From our performance study based on
vertical patterns [3] and geometrical patterns [12},o synthetic data and real data, we show that our

C. Motivation proposed PJ method is more efficient than the M2P

Many methods have been proposed to find the 1&- thod.

peating patterns in the music sequence. For findingThe rest of the paper is organized as follows.
maximum-length repeating patterne., MLRPs. Section 2 gives a survey of some methods of mining
Karydiset al. proposed the M2P method to find outepeating patterns. Section 3 presents the proposed
the MLRPs specially [6]. The M2P method uses thaethod, the Position-Join method. Section 4 gives
music sequence to construct a directed graph. Théme performance of the proposed method and makes
it uses the depth-first search method to traveraecomparison between our method and the M2P
the graph, and find out the MLRPs. However, thmethod. Finally, we give a conclusion and point out
M2P method has four problems in finding MLRPssome future research directions in Section 5.

Fig. 2.  An example of MLRP



to form a longer one. They use the forgX,
freq(X), (positionl,position2,...)} to represent
the repeating patterns. In [11], Let al. proposed
a true suffix tree method to discover the non-
trivial repeating pattern. The method is based on
converting the music sequence into the suffix tree.
In [2], Chiu et al. proposed two method#y-PRPD
and T-PRPDwith bit-string, to discover polyphonic
repeating patterns. A polyphonic repeating pattern
means that the pattern is consisted of more than
one voice or notes in the stave. In [8], Lat al.
Fig. 3. Current path "A-B—C” may need to traverse the nextPfOPOsed a method to discover the approximate
vertex D or E repeating pattern (abbreviated ARP), which is
defined in [9]. The maximum-length repeating
pattern [6] is defined as follows: For all repeating
patterns in the music sequenée there does not
Il. RELATED WORKS exist another repeating patteXY for which length

A repeating pattern is defined as a sequenceadfX’ > length of X, then X is a maximum-length
notes which appears more than once in a mus&peating pattern. For example, in a sequence
object. Mining repeating patterns is the task § = ADBCEFADBEFADCDBCEADBC,
discovering all these kinds of patterns. SeverdlDBC, EFAD, and DBCE are the maximum-
methods have been proposed to discover repeatieggth repeating patterns. 1I. Karydist al. [6]
patterns [10]. Recent research has employed dptaposed a Mining Maximum-length Patterns (M2P
mining techniques [5, 7] to efficient discovery ofor short) method to find the maximum length
repeating patterns. In this section, we introdugepeating pattern. It has two parts as follows:
some methods of mining repeating patterns,
including Correlative Matrix and String-Join [4, Step 1: Construct the graph G(V,FE). For
7] and TRP [11] method for mining non-trivialinput sequence = {5y, ...,.S,} with lengthn, the
repeating patterns, A-PRPD and T-PRPD with Bifirst step is to convert the sequence into repeating
String [2] method for mining polyphonic repeatingatterns of length two, and use these repeating
patterns, Ning-Han Liwet al. [8] method for mining patterns to construct directed graph.
approximate repeating patterns, and the M2P [6]
method for mining maximum-length repeating Step 2: Traverse the graphG(V, E). By using
patterns. In [4], Hstet al. have proposed a methodhe depth-first manner, the M2P method traverses
called correlative matrix to discover the non-triviakach vertex in GraplG to find out the satisfied
repeating pattern. The method is done by using Bomgest path. The method traversgshy searching
upper-triangular matrix to compute the repeatinfgr the paths that originate from any of its ver-
parts. In Hsuet al’s method, first, it constructstices. While encountering paths, the M2P method
the correlative matrix row by row. L&f; ; indicate is concerned in identifying only these which are
the value of the cells located in this matrix at theandidates to become a MLRP. During the traversal,
conjunction of thei-th row and thej-th column. If it keeps track of the patll’ that has already been
the symbol in the first place of rowis the same visited and: (1) has, so far, the maximum length,
as the symbol in the first place of columjn the and (2) corresponds to a repeating pattern.
value of theT; ; can be computed by the equation
of T;, = Tii—1),ij—1) + 1. In [7], Liu et al. proposed 1. THE POSITION-JOIN METHOD
a string-join method andRP-treeto discover the In this section, we present the proposed PJ
non-trivial repeating pattern. The method is bas€Bosition-Join) method which improves the M2P
on repeatedly joining two shorter repeating patternsethod [6].




A. Notations and Definitions G '15 '25 5

In this subsection, we define some basic notatio?5 56 57 ZDB :
and definitions in the PJ method. As in [6], we
consider a music object or a music sequence to be  Fig. 4. The music sequence of song "Little Bee”

a sequence of symbols from alphabets containing

discrete elements. In musicology, a music object

is characterized by several features, such as pitchpPefinition 1: (MLRPs) The Maximum-Length
chord. We focus on the pitch because it carries tRepeating Patterns in the music sequence.

high relative weight of information. Note that in the Definition 2: (MLQ) Maximum Length Queue
MIDI format, the size of alphabets is 128. which stores the current MLRPs while traversing.

Notation 1: Repeating Patterns In the PJ  Definition 3: (CML) Current Maximum Length
method, we consider a music sequence as cavhich stores the value of the length in MLQ.
secutive symbols and the position starting from O,
as shown in Figure 4, the main melody and tHé. Constructing the Graph

position. We use the positions to represent a patternn this subsection, we describe the PJ method
as {p1, pa, ..., pn : plen}, wherep; to p, mean the tg solve the mining maximum-length repeating pat-
start positions of the pattern in the music sequenggns problem. The PJ method calculates the fre-
and the frequency i%. plen is the Iength of the guency of Substring by using thp.]om method
pattern. If the number of frequency is greater than @fstead of the string matching algorithm. The main
equal to two, it is a repeating pattern. For examplggncept of the PJ method has two steps: first, we
the representation of repeating pattef@EE) is construct a directed graph. Second, we traverse the
{0,13,38 : 3} in Figure 4. graph to find out the MLRPs.

Notation 2: (Edge) The edges are represented |n the constructing graph phase, as shown in
the same way as patterns because each edge [gare 5 line 5 and in Figure 6, we use the music
repeating pattern with length 2. If an edge is formeskquence to construct a directed graph, and traverse
by vertex A linking to vertex B, we represent it the directed graph to find out the longest satisfied
as EG(AB) : {p1,p2,...,pm : 2}, wherep; t0 p,, paths which stand for maximum-length repeating
are the start positions of the substriggB) in the patters. Let music sequence = (sq, s1, 52, ..., 5,
music sequence, and the frequencynisThe length with length n, and a two dimensionaln x m
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is always equal to 2. modified adjacent matriXid;T, wherem is the size
Notation 3: (Path) The path is composed byof alphabets. The modifiedd;T is used to store the
many edges. We use the formdP(path) : start position of each repeating pattern with length

{p1,p2, ...,pn : plen} to represent the current pathtwo.
wherep, to p,, are the start positions of the substring First, for every two continuous symbols and
in the music sequence, and the frequency.iplen s,.; (0 < i < n — 1) of music sequences,
is the length of the current path. we add its start position into AdjT[s;][si11]-
Notation 4: (Terminal Edge) In the PJ method, In detail, we scanS and get the foremost sub-
for each original vertex, if it has been traversed, waring (so, s1), and then we add its start position
create terminal edges which store the informatidh into AdjT[so][s1]. Next time, we get the sub-
of the current path. The terminal edge is used #ring (s;,s2) and add its start position 1 into
avoid that when we traverse the same vertex nextlj1[s][s2], and so do substrings,, ss), (ss, S4),
time. We need not to traverse the same path again.(s,_1, s,). For each element idd;T, the num-
The terminal edge is represented &®(path) : bers are in order. As shown in Figure 7, the position
{p1,p2, .., p¢ : plen}, wherep, to p, are the start sequence ,17,24,25,26,27,42 " is in order.
positions of the substring in the music sequence,Second, after all substrings have been processed
and the frequency i$. plen is the length of the and inserted into théld;T, we use the matridd; T’
terminal edge. to construct the graph as follows. For each element



1: Procedure PositionJoin (S);

2: /* Input: A music sequence. */ usic sequence
3: [* Output: The set oM LRP. */ l 1 e
4: begin i el e
5. For every two continuous symbals y of S, s originate vertex vertex

insert theposition into Adjacent matrix
AdjT[z][y]; If Count(AdjT[x][y]) > 2, create

create new
terminal vertex

a vertexz linking to y, and the graphy or cach dementinAGT: linked by Vetat
could be constructed;
6: MLQ = ¢; °
7. MLQ.max_length ;= 2; L
8. CurrentPathC P := ¢;
9: for each Vertex V Start € G do oo v
/* Start to Traversing the Graph */
10:  begin
11: Vstart.checked = false; Constructing the Graph
12: CP.length = 2, [ adpahtoMLQ
13: TraverseG(V start, CP);
14: Vstart.checked := true; Traversing the Graph
15: end
16 for each MLRP € MLQ do Fig. 6. The flowchart of the PJ method
17: outputM LRP;
18: end; c D E F G
c 6 19, 44
Flg 5. ProcedurdositionJoin D |5, 18,43 |4,17, 24,25, 26,27,42 |7,28
G (47 \ 0,13, 22,38 10,11, 12, 21, 37, 46
AdjT[z][y], wherel < z < mand1l <y < m, ‘\ )

we count its numbers to decide its frequency. If it
is greater than or equal to two, which means that it
iS a repeating pattern, we create two vertexes and
an edge, where the vertex with valuelinks to
the vertex with valuey. Here, we need to notice
that each edge in the graph is a directed edge. An
example of the input Figure 4 is shown in Figure
7. Each edge in the graph is a directed edge. The
dotted line represents that the edgé&icorresponds
to its position in the music sequence. For example,
the edge(F" — D) appears in positions 3, 6, 41 in
the music sequence.

The conceptual graph is shown in Figure 8. Fig. 7. The matrixAdjT and the graph for song "Little Bee”
In implementation, we do not create the edges
which store the positions because it will have du-
plicated information corresponding to théd;T.
For example, if we need the information of edge
(F — D), we can get the information by accessing
AdjT[F|[D). EG(FRI(536)

C. The P-Join Method

In the p-join phase, thg-join method calculates
whether two repeating patterns can join together
to become a new longer repeating pattern by their  Fig. 8. The conceptual graph for song "Little Bee”

EG(GG)={10,11,12,21,37,46}

EG(EF)={2,8,15,29,35,40}
EG(EE)={1,14,31,32,33,34,39}



positions. The concept of thejoin method is that D. Traversing the Graph
a substringY” can append at the tail of another

substring X if the first symbol ofY and the last

symbol of X have the same position. For examplé possible repeating pattern, since all its sub-p.aths
given substring "ABCD” starting at position 0 andf length two (.e, the dlrected edges) are repeating
substring "DC” starting at position 3, then the taipatterns. The set of all pos_slble pathg’bforms the
position of substring "ABCD" is 3 and it is equa|ssearch space of the examined problem. We traverse

to the start position of "DC”. These two substring§ by searching for the paths that originate from
can join together. any of its vertices, and use the depth-first manner

. _ to traverse the graph in order to find the path as
Assume that a substring (or patterny is long as possible.

'rfpresbertlt_ed as{xpl’gpz’xgi"‘."xpn : xtleg}' As discussed before, we use the format
substring (or pattern)y” is represente asRP(path) : {p1,p2, ..., pn : Dlen} to represent the

ot Yp2: Yps, - Ypm = ylen. We define that sub- o, oy path. Procedure is shown in Figure 5, lines
string X can p-join substringY” as follows. There 6 to 15, Figure 6 and Figure 9. Initiallyy M is
are two steps. set to 2,M L() is set to empty, and all vertexes are
Step 1: Create the candidate repeating pattern. setting unchecked. While the PJ method traverses
For each position inX, in order to get the tail posi- the graphG, the current path visits the next vertex
tion, we addrlen-1 to it and getX'={x,, +xzlen—1, and calculates whether the current path can continue
rptalen—1, xps+alen—1, ... ,x,,+xlen—1}. We  to visit the next vertex or not. We use thpejoin
examine whether there is the same value betweag@thod. If the current path cgmjoin the edge, it
X" andY, and store its corresponding value 8f means that it can be a repeating pattern, then we add
to a candidate pattern (abbreviatedcasdRP). In  the vertex to the current path and compare its length
other words, ify;=z;+xzlen—1 (i < mandj <n), to CML. There are three cases: (1) The length of
we add its positione; into cand RP. the path> CML. (2) The length of the path=

Step 2: Check the candidate repeating pattern. CML. (3) The length of the pathc CML. For
The p-join method needs to check whether thease 1, it means that the current path has longer
candidate repeating pattern is a repeating patté@fgth than MLRPs in MLQ. Therefore, we clean
or not. As previous discussion, a repeating patteM-Q. add the path to MLQ, and s&f)M L equals
needs appearing in the music sequence at letsthe length of the path. For Case 2, the current
twice. We calculate the frequency of thendrP Path has length equals to MLRPs in MLQ, so we
by counting the number of positions imndRP. add the path to MLQ and continue to visit the next
Between the count and two, there are two cas¥rtex. For Case 3, we just continue to visit the next
needed to be considered. For Case 1: if the countVRtex.
less than 2, theandRP is not a repeating pattern. Each time, when the path can not visit the next
For Case 2: if the count is greater or equal to 2, vertex anymore, we set the original vertex checked,
assume that the first start position of thexdRP and create a terminal edge which stores the path and
is x,; and the last start position is,,. (1) If z,,- the length of the path. The terminal edge is linked
z,1 is greater or equal to the sum of the length dfy the original vertex. The terminal edge is used to
X and the length ot (i.e., zlen+ylen-1), then the avoid the case that we traverse the same path. In
candRP is a repeating pattern with length equals tether words, in the traversing step, when traversing
zlen+ylen-1. (2) If x,,-z,, is less thanwlen+ylen- the vertex which is the formerly original vertex, as
1, it means that there is an overlapdmdRP, we Shown in Figure 9 line 16, we only calculate its
modify the length ofcandRP to x,,-x,;. If length terminal edges whether the current path gejoin
of candRP equals to length ofX, the candRP them. Otherwise, we still use the depth first search
is not a repeating pattern. If length efindRP to traverse the graph.
is greater than the length of, the candRP is a  When the PJ method has ended all the traversal,
repeating pattern. MLRPs in MLQ are all answers, as shown in Figure

In the graphz, each pathP can be considered as



1: Procedure TraverseG (V, CP);
*V : Vertex, CP : CurrentPath */
2: begin
3:  for each Vertex Vnext €(V — Vnext) do
4:  begin
5 if Vnext.checked = falsethen
/* Case 1: Vertex is not checked */

6: if CP canp-join Enext then
7 begin
8: store satisfied position 0 P.position;
9: CP.length = CP.length + 1,
10: TraverseG(Vnext, CP);
11: end
12: else
13: create a new terminal eddenew
Constructed byC P;
14: end
15: else
/* Case 2: Vertex is checked */
16: for each Vnext — Vnew do
17: if CP canp-join Enew then
18: begin
19: store satisfied position to
CP.position,
20: CP.length = CP.length +
Vnew.length - 1,
21: create a new terminal eddenecw
Constructed byC P;
22: end;
23: end;
24: end;
25:  end
26: if CP.length > M LQ.max_length then
27:  begin
28: cleanM LQ;
29: addCP to MLQ;
30: MLQ.max_length := CP.length,;
31: end
32: else if CP.length = M LQ.max_length then
33: addCP to MLQ;
34: end
35: end;

Fig. 9. ProcedurdraverseG
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C \E;w
l CP:{19,44:2} lTE:{ 19,44:4
E CP{1944:2}
P-Join EGG
,,,,, EG(EG) :{ 2045:2}
| = CP:{1944:3}
v (b)
CP {19,442} E F G
PJoin X X CP{1944:3}
EG(EE) :{1,14,31,32,33,34,39:2} P-Join
Y EG(GG) {10,11,12,21,37,46:2}
= CP:{1944:4}
E G
TA/
G E MLQ : {<19,44:45}
x x CML : 4
(@ ()
EGG
-

1 {19,44:4}

EG(DD)={4,17,24,25,26,27,42}

EG(DE)={7,28}
EG(FG)={9,36}

QO unchecked vertex
© checked vertex
---» terminal edge (TE)
—> edge (EG)

EG(EF)={2.8,15,29,35,40}
EG(EE)={1,14,31,32,33,34,39}

(d)

Fig. 10. The process of traversing the graph: (a) traversal of original
vertex C'; (b) the terminal edge of’; (c) MLQ and CML; (d) the
conceptual graph.

Finally, the information in theM L(Q is the an-
swer. In Figure 14, the answer{sc 12,37 : 11 >}.
The pattern appears in positions 12 and 37 with
length 11 in Figure 4 is "GGEEFDDCEGG”, and it
is the maximum-length repeating pattern.

E. The Terminal Edge

In the PJ method, in order to avoid repeatedly
traversing some paths, we propose the concept of
creating terminal edge. Initially, all vertexes in the
graph are setting unchecked. We start to traverse the
graph from any of its originate vertices. Each time,

5, lines 16 to 19. From Figure 10 to Figure 14 arehen the current path'P visits the next vertex and
the process of traversing the graph of Figure 8. Foan p-join the edge, then it means thatP can
each figure, (a) is the process of traversal from tiséll down traverse, because it is not the terminal.
original vertex; (b) is its terminal edges after beinf all next edges ofC'P can not bep-joined then
ended the traversal from the original vertex, and thee create a terminal edge and store the information
double circled means that the vertex set checked; ()C P. After the original vertex has been traversed,
is the current MLQ and CML; (d) is the conceptuaihe original vertex is set checked. An illustration is
graph which after the original vertex set checkedshown in Figure 15.



cEcG TE(17.426)

CP {51843:2} ©)
P-Join DCEGG
TE(EGG) :{ 19,44:4)
= CP:{18,43:5) p
EGG (c\o EFG
T X X x /\/ x (b)
CP :{4,17,42:3} MLQ : {<17,42:6>}
-Joi D G . 42
P-Join EGG pa CML : 6

TE(EGG) :{ 19,44:4}
= CP {17,42:6} @ (c)

EG(FG)=({9,36}

EG(EF)={2,8,15,29,35,40}
EG(EE)={ 1,14,31,32,33,34,39}

(d)

EG(GG)={10,11,12,21,37,46}

o

Fig. 11. The process of traversing the graph: (a) traversal of original

vertex D; (b) the terminal edges ab; (c) MLQ and CML; (d) the

conceptual graph.

)

E &)
A TE{14,39:9} TE:{20,45:3}
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DCEGG E G MLQ : {<14,39:9>}
X x CML:9
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EGG
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i {19,44:4}

~..{835:4}
{15408 “rce
FDDCEGG

{14,30:9),

o
EFDDCEGG
(d

conceptual graph.

{14,39:9) "o a0,
~£9,36: s {15,40-53}

®

TE:{16,41:7} TE:{9,36:3}
DDCEGG GG
(b)
N G . .
@ MLQ : {<14,39:95}
x X CML:9
(€) (0
EGG
A
1 {19,44:4}
.: CEGG
n
5{18,43:5}
G(GE)={0,13,2238}  ({ D )l-ocmcmmau=
(GE)={ } { 17,42:6}>DCEGG
{7,28:§f‘ﬂ EF
1{20,45:3}
------- ~..{835:4}

EFDDCEGG
(d)

FDDCEGG

Fig. 13. The process of traversing the graph: (a) traversal of original
vertex F; (b) the terminal edges of’; (c) MLQ and CML; (d) the
conceptual graph.

TABLE |

PARAMETERS USED IN THE EXPERIMENT

Parameters | Meaning

Ls The length of the music sequence

Nc The note counts in the music sequence
Lmlrp The length of MLRP in the music sequence
Fmirp The frequency of MLRP in the music sequen

ce

IV. PERFORMANCE

In this section, we study the performance of the
proposed Position-Join method. We also make a
comparison with the M2P method. The simulation
was performed on an Intel Pentium Core2 Duo
2.66G Hz CPU computer with 1.99GB of RAM,
running Windows XP, and compiled by JDK 1.5.0.

A. Generation of Experimental Data

In order to evaluate the performance of the pro-

Fig. 12. The process of traversing the graph: (a) traversal of origifadsed algorithm, we generate synthetic data sets
vertex E/; (b) the terminal edges oF; (c) MLQ and CML; (d) the by different parameters and extract the music se-

guence from real music objects in the web site.



by the MIDI file music object in the web site
(http://content.edu.tw/senior/music/tm/%A5j%A

TE{12,37:11}

EEFDDCEGG 8%E5midi/midi.html). We use these data sets to run
GEEFDDCEGG our method, and compare the execution time with
®) the M2P method.

B. Synthetic Data
EFDDCEGG MLQ: {<12,37:11>} ) ) .
CML - 11 In this subsection, we create synthetic data to

@ © compare the experiment results between the PJ
method and the M2P method. For the synthetic data,
EG?(?1944-4} as shown in Table |, the parametéis) means that
EEFDDCEGG N the length of the music sequence which we used
?{1338:10} cEGG as input. _For example, as shown in Figure 4, the
GEEFDDCEGG | Ns35 (Ls) of "Little Bee” is 49. The set_:ond parameter
C Nc means that the number of different notes in
HeArn {:'1'7"""2'1"5}'>DCEGG the music sequence. For example, if a song is
o6 (72833 ¢ "Fa-Fa-Mi-Do-Re-Do”, we haveNc = 4. In the
*2045:3) MIDI file format music object, the range of the
DDcEee<-i-1-6:-‘9i7-}- @ . note is between 1 to 128 as discussed previously.
,,,,,, {1439:9),7 {15:;;%\'\;} The parameterLmlrp means that the length of
+{9,36:3} L 8 FGG . . . .
EFDDCEGG ~ FDDCEGG the maximum-length repeating pattern in the music
C) sequence. For example as shown in Figure 4, the

Lmlirp is 11 as discussed before. The last parameter
Fig. 14. The process of traversing the graph: (a) traversal of origi i i
vertex G; (b) the terminal edges off; (c) MLQ and CML; (d) the ']ah'nlr_p means that the times of MLRP appear in the
conceptual graph. music sequence. For_ _the same example, the MLRP

appears only in positions 12 and 37, so we have

X ® Fmlrp = 2. _ _
L/\ % There are five cases: (1) keeping the values of
B 3 Ls, Nc, Fmirp, and changing the value dfmlrp;
N\ v\ BG e (2) keeping the values ofs, Lmlrp, Fmlrp, and
¢ D c E BDC  BDFC changing the value oNc; (3) keeping the values
£ (‘:Z\‘F (l; ®) of Nc, Lmirp, Fmlrp, and changing the value of
AN Ls, (4) keeping the values dfs, Nc, Lmlrp, and
G CE =3 wieopion changing the_value_ oFmIrp;_ (5) comparing the
(l; " unebletopioin PJ method with using terminal edges and the PJ
@ method without using terminal edges.

For Case 1, we sdts = 1000,Nc = 30, Fmlrp =
Fig. 15. An example of the terminal edge: (a) traversal of origind@ and changing the value dfmlrp in the music
vertex A; (b) the terminal edges ofl. sequence from 10 to 100. Thdc is set to 30,
because most of music objects is in the bound
of three Perfect Octaves ¥32). The experiment
The first set of experiments was conducted on thesults is shown in Figure 16. We find out that the
synthetic data sets, which a sequence with repeatidd method is better than the M2P method in each
patterns. The parameters used in the generationLatilrp. It is due to that the M2P method needs to use
the synthetic data are shown in Table I. There iBe string matching algorithm (the KMP algorithm)
a sequence which has length equald_soand the to calculate the frequency of patterns.
note count isNc. The second set of experiments For Case 2, we sdts = 1000, Fmlrp = 2, and
was conducted on the real music sequence extractbdnging the value ofic from 30 to 50 to see the
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Fig. 16. A comparison of the processing time under different valugsg. 17. A comparison of the processing time under different values
of Lmlrp of Nc

Nc =30

impact of different values oNc between the two v

methods. The experiment result is shown in Figure " |, —

17. We find out that the PJ method is better than the 5 *

M2P method in eachmirp. It is due to that the M2P

method needs to use the string matching algorithm

(the KMP algorithm) to calculate the frequency of 30

patterns. 20
For Case 3, we sdélic = 30, Lmlrp = 100,Fmlrp

= 2, and changing the value b from 1000 to 5000

to see the impact of different length of the musieig. 18. A comparison of the processing time under different values

sequence between the two methods. We find out tRatmIP

the PJ method is better than the M2P method in each

Lmirp. Itis due to that the M2P method needs to use

the string matching algorithm (the KMP algorithmjhe value of_mlirp. The results are shown in Figure
to calculate the frequency of patterns. Moreover, th® and Figure 20. The PJ-woTE method needs to
execution time of both methods increases when tBRecute more number of the p-join method than the
length of the sequence increases. PJ method, because the PJ-woTE method just depth-
For Case 4, we sdts = 1000,Nc = 30, Lmlrp  first searches the graph and has many duplicated
= 10, and changing the value &fmlrp from 4 paths. Hence, the PJ-woTE method needs longer

to 6 to see the impact of different frequency aéxecution time than the PJ method.
maximume-length repeating pattern between the two

methods. As shown in Figure 18, we find out th&t- Real Data
the PJ method is better than the M2P method in eachin this subsection, we use real music objects to
Lmlrp. Itis due to that the M2P method needs to usmmpare the two methods. We employ the MIDI
the string matching algorithm (the KMP algorithmfjile format. First, because the MIDI format have
to calculate the frequency of patterns. 16 channels, each channel may represent different
Finally, we consider the impact of terminal edgegices or different musical instruments, we choose
in the PJ method. We compare two methods, thiee main melody channel. Second, the main melody
first method is the PJ method with using terminahannel is composed by many events, which in-
edges, and second method is the PJ method witholutdes information such as pitch, start time, end
creating terminal edges and each vertex is constane, etc. We keep only the pitch information of the
ered uncheckedapbrevedas PJ-woTE method). WeMIDI file format and get the pitch string. It means
setnc = 30, Lmirp = 100, Fmlrp = 2, and changing that we keep only the main melody string.
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modern, and nursery rhyme.

over, Table IIl depicts the length of the discovered
MLRPs with respect to the size of the music object.

TABLE Il
REAL MUSIC OBJECTS USED IN THE EXPERIMENT

Type Song Composer
classical La Primavera(Spring) Antonio Vivaldi
classical Canon Pachelbel
modern Tears in heaven Eric Clapton
nursery rhyme| Twinkle, Twinkle, Little Star | Ann Taylor

400 600
Length of Sequence (Ls)

800 1000

Case 1: A comparison of the processing time for music

TABLE 11l

CASE1: LENGTH OFMLRPS vs. OBJECT LENGTH FOR MUSIC

"L A PRIMAVERA"

Music object length

200 | 400 | 600 | 800 | 949

Length of MLRPs

29 | 30 | 30 | 51 | 56

For the second real case, classical type, Canon,
the music object has length = 1746, and note count
Nc = 32. We compare the execution time under
length 200 to 1746, as shown in Figure 22. The
reason that the PJ method has better performance
than the M2P method is discussed in the previous
section "Synthetic Data”. As shown in Figure 22,

Different kinds of music objects contain distincthe longer theLs and Lmlrp are, the more time
characteristics and have distinct MLRPs. We usensuming for both methods are.
different kinds of music objects as shown in Talbe For the third real case, modern type, Tears in
Il. There are three types of music objects, classic@kaven, the music object has length = 2926, and note
countNc = 43. We compare the execution time un-

For the first real case, classical type, La Primaveti&r length 400 to 2926, as shown in Figure 23. The
(Spring), the music object has length = 949, arr¢ason that the PJ method has better performance
note countNc = 18. Figure 21 demonstrates the
execution time for varying the music object size,
which Nc is always 18 in each object size. More-

400

time (msec)

Fig. 22.
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data, we have shown that our proposed PJ method
is more efficient than the M2P method.
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Fig. 23. Case 3: A comparison of the processing time for music
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Fig. 24. Case 4: A comparison of the processing time for music
"Twinkle, Twinkle, Little Star” [7]

than the M2P method is discussed in the previou§!
section "Synthetic Data”. As shown in Figure 23,
the longer thels is, the more time consuming for
both methods is. [l
For the fourth real case, nursery rhyme type,
"Twinkle, Twinkle, Little Star”, the music object has
length = 857, and note couhic = 45. We compare [10]
the execution time under length 200 to 857, as
shown in Figure 24. The reason that the PJ method
has better performance than the M2P method 13!
discussed in the previous section "Synthetic Data”.
As shown in Figure 24, the longer thes andLmlrp
are, the more time consuming for both methods af&?l

V. CONCLUSION

In the paper, we have developed the PJ methdd
to mine maximum-length repeating patterns. We
have avoided to traverse some paths repeatedly in
traversing the graph step. From our performance
study based on the synthetic data and real music
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